
Transverse momentum resummation in Drell-Yan 
pair production: a progress report
Luca Rottoli

LHC EW WG general meeting, 10 July, CERN



LHC EW WG general meeting, 10 July, CERN

Transverse observables in Drell-Yan pair production

1

Neutral and charged current Drell-Yan production is central to the precision programme at 
hadron colliders thanks to its large cross section and clean experimental signature

Kinematic distributions which involve the 
production of a lepton pair in association with 
QCD radiation play a special role, as they are 
sensitive to accompanying hadronic activity 
only through kinematic recoil

Measurement of transverse and angular observables often lead to small 
experimental uncertainties 

Constraining the Hadronic Recoil Model

Exploit similarity in production
and decay of W and Z bosons

Detector response model for
hadronic recoil tuned using
pT-balance in Z     ll events

Transverse momentum of Hadronic recoil (u) calculated as 2-vector-
sum over calorimeter towers
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Figure 3: The systematic uncertainties for the electron channel measurement (left) and muon channel measurement
(right) for the normalized ?

✓✓

T (upper row) and normalized q
⇤

[
(lower row). The statistical uncertainties are a

combination of the uncertainties due to limited data and MC sample sizes. The ?
✓✓

T distribution is split into linear
and logarithmic scales at 30 GeV. Some uncertainties are larger than 2% for ?✓✓T > 200 GeV and hence cannot be
displayed. The corresponding uncertainties are also summarized in Table 4.

The normalized di�erential cross-sections 1/ffid ⇥ dffid/d?
✓✓

T and 1/ffid ⇥ dffid/dq
⇤

[
measured in the

two decay channels as well as their combination are illustrated in Figure 4. When building the j
2 for

combination procedure, the measurement uncertainties are separated into those from bin-to-bin uncorrelated
sources and those from bin-to-bin correlated sources, the latter largely reduced due to the normalization
by the fiducial cross-section. The normalized di�erential measurements are combined at Born level
following the B��� prescription. The resulting j

2
/#dof = 47/44 for the combination for ?

✓✓

T and the
j

2
/#dof = 32/36 for q⇤

[
indicate good agreement between the two channels.3 The combined precision is

between 0.1% and 0.5% for ?✓✓T < 100 GeV, rising to 10% towards the high end of the spectrum, where the
overall precision is limited by the data and MC sample size. The combined results for both distributions are
presented in Table 4 including statistical and bin-to-bin uncorrelated and correlated systematic uncertainties.
The measurement results are reported at Born level and factors :dr, the binwise ratio of dressed and born
level results, are given to transfer to the dressed particle level.

3 The j
2
/#dof is still good when taking into account only bins with ?

✓✓

T > 50 GeV.

11

W/Z spectra at small transverse momentum: fixed order 

2

[ATLAS 2019]

Great experimental precision of the Z pt 

spectrum (sub-% level) challenges current 
theory predictions 

1%

State of the art for fixed order pt spectrum is 
NNLO: Z/W recoiling against at least one hard 
radiation
[Gehrmann-De Ridder, Gehrmann, Glover, Huss, 
Morgan, Walker 2015-2017] 
[Boughezal, Campbell, Ellis, Focke, Giele, Liu, 
Petriello 2015] 

Fixed-order perturbative description breaks in the  limit, due to the appearance of  
large logarithms of , which must be resummed lest they spoil the perturbative 
convergence

pT → 0
pT /mℓℓ

https://arxiv.org/pdf/1912.02844
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pT

dσ
dpT Small  regionpT

σ̃1(pT) ∼ ∫
dθ
θ

dE
E

Θ (pT − Eθ) − ∫
dθ
θ

dE
E

∼ − ∫
dE
E

dθ
θ

Θ(Eθ − pT) ∼ −
1
2

ln2 pT

mℓℓ

Double logarithms leftovers of the real-
virtual cancellation of IRC divergences 

Sudakov 
logarithms

θ

ln σ̃(pT) = ∑
n

(𝒪(αn
s Ln+1) + 𝒪(αn

s Ln) + 𝒪(αn
s Ln−1) + …)

LL NLL NNLL
L = ln(pT /mℓℓ)

Origin of the logs is simple. Resum them to all orders by reorganizing the series

3

W/Z spectra at small transverse momentum: resummation
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Resummation of the transverse momentum spectrum

Resummation of transverse momentum is delicate because  is a vectorial quantitypT

n

∑
i=1

⃗kt,i ≃ 0cross section naturally 
suppressed as there is no 
phase space left for gluon 
emission (Sudakov limit)

Large kinematic cancellations 

 far from the Sudakov 
limit
pT ∼ 0

p2
⊥ ∼ k2

t,i ≪ m2
H

Two concurring mechanisms leading to a system with small pT

Exponential 
suppression

Power 
suppression



LHC EW WG general meeting, 10 July, CERN4

Resummation of the transverse momentum spectrum

Resummation of transverse momentum is delicate because  is a vectorial quantitypT

n

∑
i=1

⃗kt,i ≃ 0cross section naturally 
suppressed as there is no 
phase space left for gluon 
emission (Sudakov limit)

Large kinematic cancellations 

 far from the Sudakov 
limit
pT ∼ 0

p2
⊥ ∼ k2

t,i ≪ m2
H

Two concurring mechanisms leading to a system with small pT

Exponential 
suppression

Power 
suppression

Dominant at small  pT
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Impact-parameter space approach

δ(2) ( ⃗pT −
n

∑
i=1

⃗kt,i) = ∫ d2b
1

4π2
eib⃗⋅ ⃗pT

n

∏
i=1

e−ib⃗⋅ ⃗kt,i

[Parisi, Petronzio 1979][Collins, Soper, Sterman 1985]
two-dimensional momentum conservation

σ = σ0 ∫ d2 ⃗pT ∫
d2b⃗
4π2

e−ib⃗⋅ ⃗pT

∞

∑
n=0

1
n!

n

∏
i=1

∫ [dki] |M(ki) |2 (eib⃗⋅ ⃗kt,i − 1)
virtual 
corrections

RNLL(L) = − Lg1(αsL) − g2(αsL)

NLL formula with scale-independent PDFs

= σ0 ∫ d2 ⃗pT ∫
d2b⃗
4π2

e−ib⃗⋅ ⃗pTe−RNLL(L)

The two competing effects are usually handled in impact parameter (b) space, where the 
phase-space constraints factorise

Exponentiation in conjugate space; inverse transform to move back to direct space

Extremely successful approach; resummation for DY production performed within a variety of 
formalisms (direct QCD, SCET, TMD)

b0 = 2e−γEL = ln(mℓℓb/bo)
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Impact-parameter space approach: direct QCD
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dσ(sing)

dQ2dYdpTdΩ
=

1
S ∑

c

dσ(0)
cc̄,F

dΩ ∫
∞

0
db

b
2

J0(bpT)Sc(Q, b) ∑
a1,a2

∫
1

x1

dz1

z1 ∫
1

x2

dz2

z2
[HFC1C2]cc̄;a1a2

fa1/h1
(x1, b2

0 /b2)fa2/h2
(x2, b2

0 /b2)

Factorization in direct QCD for production of color-less system : F (Q2, Y, qT)
[Catani, de Florian, Grazzini, 2001]
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factorisation of the constraint  in b spaceδ2 (pT − ∑
i

kT,i)

Impact-parameter space approach: direct QCD

Factorization in direct QCD for production of color-less system : F (Q2, Y, qT)
[Catani, de Florian, Grazzini, 2001]
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[Catani, de Florian, Grazzini, 2001]
dσ(sing)

dQ2dYdpTdΩ
=

1
S ∑

c

dσ(0)
cc̄,F

dΩ ∫
∞

0
db

b
2

J0(bpT)Sc(Q, b) ∑
a1,a2

∫
1

x1

dz1

z1 ∫
1

x2

dz2

z2
[HFC1C2]cc̄;a1a2

fa1/h1
(x1, b2

0 /b2)fa2/h2
(x2, b2

0 /b2)

Universal Sudakov Form Factor:  
exponentiation of soft-collinear emissions 

Sc(Q, b) = exp [−∫
Q2

b2
0 /b2

dq2Ac (αS(q2)) ln
Q2

q2
+ Bc (αS(q2))]

 admits a perturbative expansion in Ac, Bc αS

Impact-parameter space approach: direct QCD

Factorization in direct QCD for production of color-less system : F (Q2, Y, qT)



LHC EW WG general meeting, 10 July, CERN6

dσ(sing)

dQ2dYdpTdΩ
=

1
S ∑

c

dσ(0)
cc̄,F
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∞

0
db

b
2

J0(bpT)Sc(Q, b) ∑
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1
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Process dependent Hard-Virtual 
function related to the all-order 
elastic amplitude

Universal collinear or beam 
functionc
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Factorization in direct QCD for production of color-less system : F (Q2, Y, qT)

Impact-parameter space approach: direct QCD

[Catani, de Florian, Grazzini, 2001]
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Analogue factorisation formula in SCET/TMD formulation

Impact-parameter space approach: SCET/TMD formulation

dσ(sing)

dQ2dYdpT
= ∑

c

dσ(0)
cc̄,F

dΩ
Hcc̄(Q2, μ)[BcBc̄S](Q2, x1, x2, pT, μ)

[BcBc̄S] = ∫
d2b⃗

(2π)2
eib⃗⋅pTB̃c(x1, b, μ, ν/Q)B̃c̄(x2, b, μ, ν/Q)S̃(b, ν, μ)

= ∫
d2b⃗

(2π)2
eib⃗⋅pTf̃ TMD

c (x1, b, μ, ν/Q)f̃ TMD
c̄ (x2, b, μ, ν/Q)

In terms of hard, beam and soft functions

Resummation follows from solving factorization properties in the singular region and 
associated RGE 
Whenever there is factorization, there is evolution; wherever there is evolution, there is 
resummation (G. Sterman) 

[Becher, Neuber 2011]
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Direct space approach

Direct-space resummation in the RadISH formalism is based on a physical picture in which 
hard particles incoming to a primary scattering coherently radiate an ensemble of soft and 
collinear partons

dσ(sing)(pT)
dΦB

= ∫ dpT
dσsing

dpTdΦB
= ∫

dkt1

kt1
ℒ(kt1)e−R(kt1)ℱ(pT, ΦB, kt1)

R(kt1) = ∫
mℓℓ

kt1

dq
q

[A(αs(q))ln
m2

ℓℓ

Q2
+ B(αs(q2))]

Universal Sudakov radiator: 
exponentiation of soft-collinear emissions 

Logarithmic accuracy defined in terms of L = ln(kt,1/mℓℓ)

ℒ(kt1) = ∑
cc̄

|ℳB |2
cc̄ ∑

i,j

[Cci ⊗ fi(kt1)](x1)[Cc̄j ⊗ fj(kt1)](x2)H

Collinear and hard functions

[Monni, Re, Torrielli 2016, Bizon, Monni, Re, LR, Torrielli 2017]
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Resummation: logarithmic counting

Boundary conditions
Anomalous dimensions 

FO matching

LL 
NLL

1 
1

    -           1-loop 
1-loop      2-loop

- 
-

NLL’+NLO 
NNLL+NLO

1-loop      2-loop 
2-loop      3-loop

NNLL’+NNLO 
N3LL+NNLO

2-loop      3-loop 
3-loop      4-loop

N3LL’+N3LO 
N4LL+N3LO

3-loop      4-loop 
4-loop      5-loop

αs

αs

α2
s

α2
s

α3
s

α3
s

αs

αs

α2
s

α2
s

α3
s

α3
s

γi Γcusp, β

All ingredients at N3LL’ now known, with partial N4LL information available
[G. Falcioni, F. Herzog, S. Moch, and A. Vogt] 
[Moch, B. Ruijl, T. Ueda, J. Vermaseren, and A. Vogt] 
[J. M. Henn, G. P. Korchemsky, and B. Mistlberger] 
[C. Duhr, B. Mistlberger, and G. Vita] 
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Resummation: gallery

S. Camarda, L. Cieri and G. Ferrera Physics Letters B 845 (2023) 138125

Fig. 1. The qT spectrum of Z/γ ∗ bosons with lepton selection cuts at the LHC (
√

s = 13 TeV) at various perturbative orders. Resummed component (see Eq. (3)) of the 
hadronic cross-section with scale variation bands as defined in the text. The order of the parton density evolution is set consistently with the order of the resummation (left) 
or with the order of the PDFs (right).

where

gK (b) = g0

(

1 − exp

[

− C F αS((b0/b⋆)
2)b2

π g0b2
lim

])

, (5)

with g1 = 0.5 GeV2, Q 0 = 1 GeV, g0 = 0.3, blim = 1.5 GeV−1 and

b2
⋆ = b2b2

lim/(b2 + b2
lim) . (6)

The g1 parameter controls the quadratic NP power corrections which are dominant in the region of moderate qT of 4–10 GeV while g0
controls the asymptotic behaviour of the NP form factor at very small qT . The parameter blim set the scale at which the running of αS
in Eq. (5) is frozen while Q 0 represent the initial scale at which the NP form factor is parameterised. The variable b⋆ is also used to 
regularize the perturbative form factor at very large value of b (b ! 1/%Q C D , where %Q C D is the scale of the Landau pole of the running 
coupling αS (q2)) which correspond to very small values of qT (qT " %Q C D ) through the so-called ‘b⋆ prescription’ [5,52] which consist in 
the freezing of the integration over b below the upper limit blim through the replacement b → b⋆ . An alternative regularization procedure 
of the Landau singularity, which have also been implemented in the DYTurbo numerical program, is the so-called Minimal Prescription 
[53–55] which avoid the Landau singularity by deforming the integration contour in the complex b space. The Minimal Prescription does 
not require any infrared cut-off, it leaves unchanged the perturbative result to any fixed order in αS and it can be implemented within a 
purely perturbative framework without introducing an explicit model of NP effects.

We have thus considered the production of l+l− pairs from Z/γ ∗ decay at the LHC (
√

s = 13 TeV) with the following fiducial cuts: the 
leptons are required to have transverse momentum pT > 25 GeV, pseudo-rapidity |η| < 2.5 while the lepton pair system is required to 
have an invariant mass of 80 < Ml+l− < 100 GeV with transverse momentum qT < 30 GeV.

In order to estimate the size of yet uncalculated higher-order terms and the ensuing perturbative uncertainties we consider the depen-
dence of the results from the auxiliary scales µF , µR and Q . We thus perform an independent variation of µF , µR and Q in the range 
M/2 ≤ {µF , µR , Q } ≤ 2M with the constraints 0.5 ≤ {µF /µR , Q /µR , Q /µF } ≤ 2.

In Fig. 1 we consider Z/γ ∗ production and decay and we show the resummed component (see Eq. (3)) of the transverse-momentum 
distribution in the small-qT region. The label NnLL+NnLO (n = 1, 2, 3) indicates that we perform the resummation of logarithmic enhanced 
contribution at NnLL accuracy including the hard-virtual coefficient at NnLO while the label N4LL+N4LOa indicates that we perform the 
resummation at N4LL accuracy with the hard-virtual coefficient at N4LO and an estimate of yet not known N4LO corrections.2

In the left panel of Fig. 1 we show the resummed predictions following the original formalism of Refs. [6,8,17]. The lower panel shows 
the ratio of the distribution with respect to the N4LLa prediction at the central value of the scales µF = µR = Q = M . We observe that 
the NLL+NLO and NNLL+NNLO scale dependence bands do not overlap thus showing that the NLL+NLO scale variation underestimates the 
true perturbative uncertainty. This feature was already observed and discussed in Refs. [17,49]. In the present case the lack of overlap can 
be ascribed to the fact that we are using the same N3LO parton densities set at NLL, NNLL, N3LL and N4LL accuracy. This choice introduces 
a formal mismatch between the N3LO Altarelli-Parisi evolution as encoded in the N3LO parton densities functions and the corresponding 
NkLO evolution included in the Nk+1LL partonic resummed formula.

In order to show that this is indeed the case, in the right panel of Fig. 1 we show the resummed predictions in which we set the 
order of Altarelli-Parisi evolution in the resummed prediction to be equal to the order of the parton densities (i.e. both at approximated 
N3LO). In practice, with this choice, we are modifying the NLL, NNLL and N3LL predictions by including formally subleading logarithmic 
corrections.3 We observe that with this choice the scale dependence bands show a nice overlap at subsequent orders thus indicating that 

2 Incidentally we observe that our prediction at N4LL+N4LOa includes the full perturbative information contained in the so-called N4LL accuracy and also a reliable 
approximation of the N4LL’ accuracy as sometimes defined in the literature.

3 We note that this inclusion of formally subleading terms is similar to what happen in the Collins, Soper and Sterman resummation formalism [5] where the parton 
densities are evaluated at the scale b0/b [4].
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Figure 6: Single-di↵erential cross section in qT for all three processes. We compare the full QCD NLO
and N2LO distributions to the resummation improved results, NLL0+NLO, N2LL0+N2LO, and
N3LL0+N2LO.

the full QCD fixed-order calculation and the fixed-order expansion of the resummation in the soft-collinear
e↵ective theory. To regulate their behaviour, following the results of Sec. 3.2, we set them to be exactly
equal for qT < 1GeV, leaving only the resummed result similar to the treatment in Refs. [111,180]. Having
said that, the most important question to answer, is the choice of matching scale µQ. For this, we follow
two arguments to guide us to our choice of matching scale.

Firstly, we want to restrict the resummation to the asymptotic regime where its intrinsic approximations are
valid. Recalling that the resummation in eq. (2.29) is derived from the factorisation of eq. (2.4) where only
the leading contributions in an expansion in qT/ML are kept, eq. (2.29) is valid only in the small qT regime
and thus should be disabled beyond it. To this end, the transition function f(x) of eq. (2.36) is employed
to provide a smooth transition from the resummed spectra to the fixed-order contribution in the matched
result of eq. (2.35) within the interval µQ ⌥ �qT with �qT ⇡ 4.6GeV with our choice of scales. We note
that the value of µQ is related to the e↵ective range of the qT/ML expansion. Following the spirit of [180]
we determine that range by comparing in Fig. 4 the N2LO result with the corresponding expansion of the
resummation N2LOs. To be precise, we require the fixed-order expansion of the SCET approximation to
deviate from the exact result by no more than 20%. For all three processes and �� slices we extract similar
values, leading to a common choice of matching scale of µQ = 16GeV.

Secondly, we want the additional corrections introduced by the resummation with respect to the fixed-order
calculation to be small or negligible at the matching scale. To evaluate this requirement, Fig. 6 is of particular
interest. Here we observe that at values around the chosen matching scale µQ = 16GeV the resummation
improved results coincide with the pure fixed-order one to better than 3%. At this point, the reader is
reminded that, although we are not comparing the pure resummation with the full QCD result but instead
a result where the resummation at the scale µQ is already subjected to the suppression function f(qT) of eq.
(2.36), the suppression function has the value f(µQ) = 0.5. Therefore, we still find that the resummation
and the fixed-order result still agree to better than 5% and resummation e↵ects are no longer important. It
is interesting to note that this observation holds for both N2LL0+N2LO and N3LL0+N2LO. The situation is
slightly di↵erent for NLL0+NLO. However, since this result is mainly included to illustrate the progression
of the increased accuracy of our calculation we choose the same value for µQ.

Analytically this can be understood in the following. In the above argument we are essentially evaluating
the relative size of the contribution the resummation is supplying beyond the accuracy of the fixed-order
calculation. These terms are of O(↵2

sL
4 + ↵2

sL
3 + . . .) for the NLL0+NLO matched result, while they are of

O(↵3
sL

6 + ↵sL5 + . . .) for the N2LL0+N2LO and N3LL0+N2LO calculations, L = log(qT/ML). Now while
qT is small, these contributions are of the same order. Choosing a µQ su�ciently removed from the singular
point, such that the ratio qT/ML is of O(1), L follows a di↵erent power counting. Thus, the additional
terms induced by the resummation with respect to the fixed-order calculation are indeed of higher-order in
N2LL0+N2LO and N3LL0+N2LO than in NLL0+NLO.

With this choice of resummation scale the single-di↵erential distributions in the leptonic transverse opening
angle �� similarly receive substantial resummation e↵ects, as shown in Fig. (7). Since the suppression
function f acts in another variable, no clear transition from one regime to the other can be observed at
any order. We observe, however, that while at our highest order, N3LL0+N2LO, all three processes behave

17

Figure 1. Ratio of scale variation band over theoretical cross section at di↵erent perturbative orders for

Z/�-boson production at ATLAS at
p
s = 13 TeV (left), and for the DY process at PHENIX (right). The

NP parameters and the PDF set are kept fixed. The definition of the variation band is given in eq. (2.37).
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Figure 2. Ratio of cross sections at di↵erent orders over the one at N4LL with the corresponding scale-

variation band for the kinematics of Z/�-boson production at ATLAS at
p
s = 13 TeV, and for DY process

at PHENIX.

logarithms included in the N3LO small-b coe�cient functions are entirely compensated by the PDF
evolution. The value and evolution of as is provided together with the collinear PDF. The orders
of the anomalous dimensions and coe�cients functions are adjusted to each other, such that the
scale-dependence is canceled at a given perturbative order. In the resummation nomenclature this
combination of orders is referred to as N4LL [6, 56] (or N4LL� in [9], or, here, approximate N4LL).
The summary of the perturbative orders is also given in tab. 2.

To define the scale-variation band we multiply each scale with an independent factor si (i =

�cusp �V Dsmall-b Cf f 0 CV PDF

a
5
s
(�4) a

4
s
(�4) a

4
s
(d(4,0)) a

3
s
(C [3]

f f 0) a
4
s

NNLO

Table 2. Summary of the perturbative orders used for each part of the factorized cross section. The

evolution of ↵s is provided by the LHAPDF library and comes together with the PDF set (uniformly NNLO).

In parentheses we write the last included term of the corresponding perturbative expansion (eq. (2.16), (2.23)

and (2.30)).

– 10 –

SCET formalism

dQCD approach 
(DYTurbo)

TMD framework 
(ARTEMIDE)

N3LL’/aN4LL results published in recent years by many groups using various formulations

also available in SCETLIB (SCET), NangaParbat (TMD)

[Ju, Schoenherr 2021]

[Camarda, Cieri, Ferrera 2023]

[Moos, Scimemi, 
Vladimirov, Zurita 2023]
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Matching fixed order and resummed calculations
Matching necessary to allow for a precise description across the whole  spectrum: subtract 
all logarithms from fixed order calculation and replace them with their all-order summation 

pT

RadISH+NNLOJET, 13 TeV, mH = 125 GeV

µR = µF = mH/2, Q = mH/2

PDF4LHC15 (NNLO)
uncertainties with µR, µF, Q variations
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Figure 3. Comparison between additive and multiplicative matching schemes at N3LL+NLO for the
transverse momentum distribution for Higgs boson production at

p
s = 13 TeV. The lower panel shows the

relative uncertainty bands obtained within the two schemes.
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Figure 4. Left: difference between the full NLO and NNLO pZt distribution and the expansion of the NNLL
and N3LL resummation formulae (3.3) to the respective perturbative order. Right: difference between the
fixed-order NNLO coefficient, i.e. the O

�
↵3

s

�
term alone, and the corresponding coefficient obtained from

the expansion of the N3LL resummation.

section is defined as in Eqs. (4.2) and (4.7) with the obvious replacement of N3LO by NNLO. The
result of the comparison is reported in Figure 3. We observe a very good agreement between the
two matching schemes, which is a sign of robustness of the predictions shown below. The lower
panel of Figure 3 shows the relative uncertainty bands obtained within the two schemes, where each
prediction is divided by its own central value. The theory uncertainties have a very similar pattern.
Given that the difference between the two schemes is always quite moderate with respect to the
scale uncertainty, in the following we decide to proceed with the multiplicative prescription (4.7)
as our default. We find analogous conclusions for DY production, and therefore we choose not to
report this further comparison here.

– 13 –

Numerically challenging: need control of 
fixed order component to ensure cancellation

< %

Several strategies to ensure that resummation 
does not affect the hard region of the 
spectrum when matching is performed, e.g. 
modified logarithms

ln(Q/kt1) →
1
p

ln 1 + ( Q
kt1 )

p

Alternative approaches use different prescriptions for turning off resummation (profile 
functions, transition functions…), with associated uncertainty

(restrict the rapidity phase space at large kt)
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Precise description of the transverse momentum spectra
3.2 Total fiducial cross-section 3 RESULTS

Table 2.: Fiducial cuts for Z ! l+l� used in the CMS
13TeV analysis [3].

Lepton cuts qlT > 25GeV, |⌘l| < 2.4

Separation cuts 76.2GeV < ml+l� < 106.2GeV,

|yl+l� | < 2.4

and data at the highest order. Going from ↵2
s to ↵3

s

decreases uncertainties and improves agreement with
data noticeably at both large and small qT . In the
first bin 0GeV < qT < 1GeV we notice a relatively
large difference to the data, but this is also where one
would expect a non-negligible contribution from non-
perturbative effects. We note that the impact of the
corrections included in N4LLp is a noticeable shift in this
distribution, compared to N3LL’, as discussed further in
appendix B.

For the �⇤ distribution shown in fig. 4 results are over-
all very similar. For the transverse momentum distri-
bution we neglect matching corrections at ↵3

s below
qT < 5GeV. Here we correspondingly neglect them be-
low �⇤ < 5GeV/mZ ⇠ 0.05 and at lower orders below
�⇤ < 1GeV/mZ ⇠ 0.01, an overall per-mille level effect
in that region.

Since our resummation implementation is fully differ-
ential in the electroweak final state we can naturally
also present the transverse momentum distribution of
the final state lepton, see fig. 5. This is plagued by
a Jacobian peak at fixed-order and crucially requires
resummation. The higher-order ↵3

s corrections further
stabilize the results with smaller uncertainties.

3.2. Total fiducial cross-section

In table 3 we present total fiducial cross sections. Uncer-
tainties of the fixed-order NNLO (↵2

s) result, obtained
by taking the envelope of a variation of renormalization
and factorization scales by a factor of two, are partic-
ularly small at the level of 0.5% and do not improve
towards N3LO with large corrections. The resummation
improved results are obtained by integrating over the
matched qT spectrum shown in fig. 3. Uncertainties
of the resummation improved predictions are obtained
by taking the envelope of the variation of hard, low
and rapidity scales in the fixed-order and resummation
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Figure 3.: Differential transverse-momentum resumma-
tion improved predictions for the ql

�l+
T distri-

bution at order ↵s, ↵2
s and ↵3

s.

region. The matching uncertainty from the transition
function variation is quoted separately. We estimate the
effect of neglecting matching corrections at ↵3

s below
qT  5GeV to be less than 1 pb.

The resummation improved result at ↵s has large un-
certainties that stem from an insufficient order of the
resummation (N2LL), which still has substantial un-
certainties in the Sudakov peak region (c.f. fig. 3).
The results quickly stabilize, with less than a percent
difference between the central ↵2

s and ↵3
s predictions.

Nevertheless, the uncertainties we obtain are noticeably
larger than the fixed-order uncertainties. We further
observe that going from N3LL/↵2

s to N4LLp/↵3
s does not

reduce uncertainties as substantially as when going from
↵s to ↵2

s. This is because the resummation uncertainties
around the Sudakov peak region at small qT ⇠ 5GeV
do not improve dramatically.

While this behavior, of only moderately decreasing un-
certainties going from ↵2

s to ↵3
s, is consistent with the

7

State-of-the-art predictions achieve N3LL’/aN4LL+N3LO accuracy2

ferential distributions of the final-state leptons. We ex-
ploit this calculation to carry out, for the first time, a
thorough study of the robustness of these theory predic-
tions in the presence of di↵erent sets of fiducial cuts. We
also present a detailed analysis of the reliability of the
computational method adopted, and show that reaching
a robust control over the involved systematic uncertain-
ties requires an excellent stability of the numerical calcu-
lation in deep infrared kinematic regimes.

Methodology.— The starting point of our calculation
for the production cross section d�DY of a Drell–Yan lep-
ton pair, di↵erential in its phase space and in the pair’s
transverse momentum p``T , is the formula:

d�N
3
LO+N

3
LL

DY
⌘ d�N

3
LL

DY
+d�NNLO

DY+jet
�
⇥
d�N

3
LL

DY

⇤
O(↵3

s)
(1)

where d�N
3
LL

DY
represents the N3LL resummed p``T dis-

tribution obtained in Ref. [59] with the computer code
RadISH [52, 103, 104], including the analytic constant

terms up to O(↵3
s); the quantity

⇥
d�N

3
LL

DY

⇤
O(↵3

s)
is its

expansion up to third order in ↵s, and d�NNLO

DY+jet
is the

di↵erential p``T distribution at NNLO (i.e. O(↵3
s)), ob-

tained with the NNLOJET code [15, 19, 20]. Eq. (1) is fi-
nite in the limit p``T ! 0: by integrating it inclusively
over p``T one can obtain predictions di↵erential in the
leptonic phase space at N3LO+N3LL perturbative ac-
curacy, allowing for the inclusion of fiducial cuts. An
important challenge in the evaluation of the integral of
Eq. (1) over p``T is given by the fact that both d�NNLO

DY+jet

and
⇥
d�N

3
LL

DY

⇤
O(↵3

s)
diverge logarithmically in the limit

p``T ! 0, and only their di↵erence is finite since the large
logarithmically divergent terms present in d�NNLO

DY+jet
are

exactly matched by those contained in
⇥
d�N

3
LL

DY

⇤
O(↵3

s)
.

Guaranteeing the cancellation of such divergences re-
quires high numerical precision in the NNLO distribu-
tion d�NNLO

DY+jet
down to very small values of p``T . Setting

d�NNLO

DY+jet
�

⇥
d�N

3
LL

DY

⇤
O(↵3

s)
= 0 for p``T  pcutT introduces

a slicing error of order O((pcutT /m``)n). If one integrates
inclusively over the leptonic phase space one has n = 2,
while the presence of fiducial cuts in general leads to the
appearance of linear terms with n = 1 [100, 105–107].
Starting from order ↵2

s, the corrections are further en-
hanced by logarithms of pcutT . The presence of these cor-
rections introduces a systematic uncertainty which can be
controlled by reducing the value of pcutT to a su�ciently
small value. This procedure is computationally demand-
ing especially in the presence of linear corrections, due to
the smaller value of pcutT required to achieve the indepen-
dence of the results of the slicing parameter. Such linear
corrections can be resummed at all orders in Eq. (1) [56]

by applying a simple recoil prescription [108] to d�N
3
LL

DY
,

and their inclusion would in principle allow for a larger
pcutT in the calculation. These e↵ects are accounted for in
Eq. (1), as discussed in Ref. [59]. As a consequence, our
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FIG. 1. Fiducial p``
T distribution at N3LO+N3LL (blue,

solid) and NNLO+NNLL (red, dotted) compared to ATLAS
data from Ref. [112]. The binning is linear up to 30GeV and
logarithmic above.

N3LO+N3LL fiducial predictions obtained by integrat-
ing Eq. (1) are only a↵ected by a slicing error of order
O((pcutT /m``)2).

The perturbative expansion of the N3LO+N3LL fidu-
cial cross section to third order in ↵s leads to the N3LO
prediction as obtained according to the qT -subtraction
formalism [102]. In this case, the outlined procedure to
include linear power corrections below pcutT in the N3LO
computation is analogous to that of Refs. [101, 109].
Since the fiducial cross section can be computed up to
NNLO using the NNLOJET code, which implements a sub-
traction technique [110, 111] that does not require the
introduction of a slicing parameter, in the fixed-order
results quoted in this letter we apply the above proce-
dure only to the computation of the N3LO correction,
while retaining the pcutT -independent result up to NNLO.
This e↵ectively suppresses the slicing error in our fiducial
N3LO cross section to O(↵3

s (p
cut

T /m``)2).

In general, the presence of linear fiducial power cor-
rections indicates an arguably undesirable sensitivity of
the fiducial cross section to the infrared region in which
QCD radiation has small transverse momentum, which
compromises the stability of the perturbative series [100].
These issues can be avoided by modifying the definition
of the fiducial cuts in such a way that the scaling of the
power corrections be quadratic across most of the lep-
tonic phase space. In the following we present a calcula-
tion of Eq. (1) and of the fiducial cross section both for
the standard (symmetric) cuts adopted by LHC experi-
ments [112, 113], where the same cut is imposed on trans-
verse momentum of the final state leptons, as well as for
the modified (product) cuts proposed in Ref. [100], where

direct-space approach (RadISH) SCET formalism (Cute-MCFM)

Excellent description of experimental data, with residual scale uncertainties at the few % level
[Chen, Gehrman, Glover, Huss, Monni, Re, LR, Torrielli 2022] [Neumann, Campbell 2022]
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Comparison with ATLAS data

Comparison with ATLAS data at 8 
TeV with different codes shows 
overall good description of the data 
at low transverse momentum, but 
highlights some differences 
between alternative approaches 
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Figure 16: Comparison between the measured normalised differential 1
f

3f

3?)
cross-sections, integrated over |H | < 1.6,

with their total uncertainties and the predictions from the various resummation calculations. The top left panel shows
the data, while the next panels show one by one the ratios between each prediction with its uncertainties as obtained
from renormalisation/factorisation/resummation scale variations and the data. Except for Artemide, the predictions
are matched to the fixed-order O(U3

B
) contributions from MCFM [48, 55].
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Comparison with ATLAS data at 8 
TeV with different codes shows 
overall good description of the data 
at low transverse momentum, but 
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between alternative approaches 
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f
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3?)
cross-sections, integrated over |H | < 1.6,

with their total uncertainties and the predictions from the various resummation calculations. The top left panel shows
the data, while the next panels show one by one the ratios between each prediction with its uncertainties as obtained
from renormalisation/factorisation/resummation scale variations and the data. Except for Artemide, the predictions
are matched to the fixed-order O(U3

B
) contributions from MCFM [48, 55].
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Matching ambiguities affect 
description of data in the transition 
region



LHC EW WG general meeting, 10 July, CERN13

Comparison with ATLAS data

Comparison with ATLAS data at 8 
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at low transverse momentum, but 
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) contributions from MCFM [48, 55].
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Description at low transverse 
momentum affected by the 
inclusion of (tuned) NP corrections, 
absent in some formalisms
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B
) contributions from MCFM [48, 55].
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Estimate of missing higher-order 
corrections can vary significantly 
among different approaches 
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with their total uncertainties and the predictions from the various resummation calculations. The top left panel shows
the data, while the next panels show one by one the ratios between each prediction with its uncertainties as obtained
from renormalisation/factorisation/resummation scale variations and the data. Except for Artemide, the predictions
are matched to the fixed-order O(U3

B
) contributions from MCFM [48, 55].
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Motivates benchmark of 
resummed calculations to 
address and understand 

these differences
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Benchmark: settings
Benchmark on three levels:

Level 1:  

• Pure resummed predictions at , , MSHT20 NNLO PDFs 

• Nominal logarithms to ensure consistency, central scales; no NP corrections

Q = mZ Y = 0

Level 3:  

• Includes matching to fixed order, possible inclusion of NP corrections

Level 2:  

• Still only resummed piece 

• Each group uses their default settings for scales, resummation turn-off, etc

Final goal: comparison with 8 TeV ATLAS data with agreed benchmark settings
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Benchmark: status
Ongoing effort: currently moving to level 3 predictions for all groups involved, preparing draft
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resummation transition fixed-order

Predictions at level 3 already available 
from Cute-MCFM, RadISH, SCETLIB with 
final settings. Other groups in the process 
of uploading their final predictions

Cute-MCFM, N3LL

Benchmarking

Paper Status.

X Sections 2 & 3 are mostly written
X Agreed on notation following recent

review in TMD handbook [2304.03302]

X Includes everything discussed here
I Still several remaining ToDos

Section 4-6 for results at each level
I To be written ...

Section 7 on nonperturbative effects
I To be written ...

Appendices with more details/specifics for each group
I Being worked on ...

Frank Tackmann (DESY) Resummation Benchmarking Status Report 2023-11-30 13 / 14

First sections 
almost complete, 
sections for each 
level will be 
written once all 
results are available

Individual groups 
working on their 
respective 
appendices 

Many lessons learned, see slides by J. Michel, T. 
Cridge, T. Neumann in past general EWWG meetings

https://indico.cern.ch/event/1108518/contributions/4735214/attachments/2392863/4091727/Michel_EWWG_Status_Report_pTZ_Benchmark_2022-02-17.pdf
https://indico.cern.ch/event/941711/contributions/4045710/attachments/2118956/3565814/Resummation_Status_report.pdf
https://indico.cern.ch/event/941711/contributions/4045710/attachments/2118956/3565814/Resummation_Status_report.pdf
https://indico.cern.ch/event/1207513/contributions/5083507/attachments/2522392/4387947/Neumann_Tobias_LHCEW_WG_GM.pdf
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Benchmark: example of lesson learned 
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Level 1 predictions showed overall 
percent agreement between different 
codes, but highlighted difference at 
low  between different approachespT
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1 + (b/blim)
, b* < blim

Level 1 predictions showed overall 
percent agreement between different 
codes, but highlighted difference at 
low  between different approachespT

“Local” (only scales) vs. “Global” 
(everywhere) implementation of  
prescription 

b*

Differences related to the treatment 
of the Landau pole in NangaParbat

Benchmark: example of lesson learned 
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Level 1 predictions showed overall 
percent agreement between different 
codes, but highlighted difference at 
low  between different approachespT

“Local” (only scales) vs. “Global” 
(everywhere) implementation of  
prescription 

b*

No difference when 
using same prescription

Highlights importance of understanding 
impact of non-perturbative corrections, even 

in the absence of fitted NP form factor 

Differences related to the treatment 
of the Landau pole in NangaParbat

b* =
b

1 + (b/blim)
, b* < blim

Benchmark: example of lesson learned 
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Non perturbative corrections and pZ
T

Power corrections
<latexit sha1_base64="/jHoApBC76dr5zSqWVIv/A7TjkI=">AAACfXicdVFdb9MwFHXCgFG+CjzyYq2a1MAUkkI3XpAmhtCEkFgluk1quujGcTprthPZDqKK8i/4Zbztr+xlc9JMbAiuZPn4nHt9v5KCM22C4Nxx76zdvXd//UHv4aPHT572nz0/1HmpCJ2SnOfqOAFNOZN0apjh9LhQFETC6VFyttfoRz+o0iyX382yoHMBC8kyRsBYKu7/qiIlcFpHmi0E4A84YtLgjsQ/4/AGHuFsaBmvvUaeVdr8laJWvvVP3L4KUKZuIrYa98/xl3oYvo4EmFMCHH8bRl9tnSmcyJX7ZO9T/WZyIj0v7g8CPxwH4+0R7sDbPyD0g9YGqLODuP87SnNSCioN4aD1LAwKM69sfkY4rXtRqWkB5AwWdGahBEH1vGqrr/GmZVKc5coe23vL3oyoQGi9FIn1bGrXf2sN+S9tVprs/bxisigNlWSVKCs5NjluVoFTpigxfGkBEMVsrZicggJi7MJ6dgjXneL/g8ORH27748m7we7Hbhzr6CXaQEMUoh20i/bRAZoigi4c7HjOK+fS3XS3XH/l6jpdzAt0y9ydK3Navpc=</latexit>

d� =

Z
dx1dx2f(x1)f(x2)d�part(x1, x2)FJ(1 +O(⇤n

QCD/Q
n))

In principle, easy to imagine mechanisms for linear power corrections. 

Disastrous for precision programme (1 GeV/30 GeV ~ 3%)Non-perturbative effects in Z pT
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<latexit sha1_base64="DTjRfbbcUCdIO1w53wV+d1XvlJk=">AAACLHicdVDLSgMxFM3UV62vqks3wSLUTZlKUZfFblxWsA/olOFOmmlDk5mQZIQy9IPc+CuCuLCIW7/D9OFbD4R7OOdecu8JJGfauO7EySwtr6yuZddzG5tb2zv53b2mjhNFaIPEPFbtADTlLKINwwynbakoiIDTVjCsTf3WDVWaxdG1GUnaFdCPWMgIGCv5+ZqnWV8AtkVgj0UGe6ECkuIeln7qSarkeJx+UuwBlwPwdfFDO/bzBbdUcafAv0m5NKtuAS1Q9/MPXi8miaCRIRy07pRdabopKMMIp+Ocl2gqgQyhTzuWRiCo7qazY8f4yCo9HMbKPrvuTP06kYLQeiQC2ynADPRPbyr+5XUSE553UxbJxNCIzD8KE45NjKfJ4R5TlBg+sgSIYnZXTAZgwzI235wN4f1S/D9pnpTKp6XKVaVQvVjEkUUH6BAVURmdoSq6RHXUQATdonv0hCbOnfPoPDsv89aMs5jZR9/gvL4By5apNg==</latexit>

� ⇠
Z

dp?
p?

↵s(p?)

Because of azimuthally asymmetric 

color flow: linear terms could be 

generated 

Integrate over soft d.o.f. → NP

For many interesting observables, this does not happen! 
(→ see Paolo’s talk)

Collinear factorization valid up to power corrections 𝒪(Λn
QCD/Qn)

In principle, easy to imagine mechanisms for linear power corrections, which would be a 
disaster for precision programme at the LHC

Linear term could be generated 
when integrating over soft d.o.f. 
which is not azimuthally symmetric

Luckily, for  this does not happen!pT
[Ravasio, Limatola, Nason 2021]

[Caola, Ravasio, Limatola, Melnikov, Nason 2022]

No linear power corrections affect 
the transverse momentum spectrum 
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Treatment of non-perturbative corrections

Nevertheless, NP corrections can be sizeable in the first  bins. Often supplemented by 
introducing a non-perturbative correction determined from data

pT
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FIG. 3. Comparison of lattice QCD parameterization of
the CS kernel compared with phenomenological parameteriza-
tions [36–41] of experimental data (BLNY, SV19, Pavia19,
MAP22, ART23, IFY23), and perturbative results from
Refs. [84–86] (N3LL).

quantify the relative goodness-of-fit for models including
di�erent parameter subsets. The minimum AIC model is
found to be (c0, k1) with c1 = k2 = 0 and BNP = 2 GeV.
The corresponding fit results are

c0 = 0.032(12), k1 = 0.22(8), (9)

with a ‰2/dof = 0.39. These fit results, and the re-
sulting parameterization of the CS kernel, are shown
in Fig. 2. Overall fit quality is illustrated through the
comparison of “param

q (bT , µ, a = 0) with best-fit val-
ues for (BNP, c0, c1, k1, k2) with the lattice QCD results
where discretization e�ects have been subtracted, i.e.,
“MS

q (bT , µ) © “MS
q (bT , µ, a) ≠ k1(a/bT ) using the best-fit

results for k1.
These continuum-limit results are compared with phe-

nomenological parameterizations of experimental data
in Fig. 3. In particular, the parameterization used
in Ref. [37] corresponds to the AIC-preferred param-
eterization used here and leads to a consistent result
cSV19

0 = 0.043(11) with BSV19
NP = 1.9(2) GeV. The global

fits performed in Ref. [40] also give a consistent result,
cART23

0 = 0.037(6), though in that work c1 is also included
as a fit parameter.

Fits to other parameter subsets (c0, k2) and (c0, k1, k2)
give consistent results for c0 at 1‡ with uncertainties that
di�er by <

≥ 10%. The magnitudes of k1 and k2 range
from 0.1 - 0.3 in all cases, which suggests that the size of
discretization e�ects is consistent with naive dimensional
analysis. Fits including BNP or c1 as free parameters give
consistent results for c0 with larger uncertainties.

Other parameterizations for the nonperturbative func-
tion DNP(b) have been used in fits to experimental
data [36, 87], for example the BLNY parameterization
D

BLNY
NP (b) = g2b2 with free parameters g2 and BNP (which

enters Dres). Fits to this parameterization with BNP = 1.5
GeV lead to the result g2 = 0.085(26) with compara-

ble goodness-of-fit, ‰2/dof = 0.58, to the fits using the
parametrization of Eq. (7) described above. This is con-
sistent with the phenomenological fit results of Ref. [41],
which use the same value of BNP and find g2 = 0.053(24).
These lattice QCD constraints on the CS kernel are there-
fore not su�cient to establish a clear preference between
functional forms for DNP; however they do provide a signif-
icant preference for the recent fit results from Refs. [37, 39–
41] in comparison with Ref. [38] and especially with older
BLNY fit results [36] at large bT .

Summary: This work presents the first lattice QCD
calculation of the CS kernel with systematic control of
quark mass, operator renormalization, and discretization
e�ects. The results are used to constrain a ‘pure-theory’
parameterization of the CS kernel through a direct fit to
lattice QCD results for the first time. These lattice QCD
results for the CS kernel are consistent with the most
recent phenomenological results. This opens the door for
future first-principles QCD predictions of the CS kernel
beyond the region constrained by current experiments, as
well as joint fits to experimental data and lattice QCD
results. As more precise lattice QCD results are achieved
at larger values of bT in future calculations, this promises
to be increasingly valuable.
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f̃ TMD
c (x1, b, μ, ζ) = f̃ NP

c (x1, b, μ)f̃ TMD
c (x1, b*, μ, ζ)e.g. in TMD factorisation

Properties of   determined by TMD factorisation; function is not universal, 
as it depends on the strategy used to regularise the Landau pole

f̃ NP
c (x1, b, μ)

Extraction from data of the non-
perturbative component to the Collins-
Soper kernel can be compared with 
recent lattice QCD computation

Progress in lattice computations opens the 
door for future first-principles QCD 
predictions of the CS kernel and to 
possible combination with fits to data 

[Avkhadiev, Shanahan, Wagman, Zhao 2024]
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The role of PDFs 

Discrepancy explained by fitted (NNPDF) 
vs. perturbative (MSHT) charm and different 
value of the charm mass, still state-of-the-art 
PDFs set can differ at the few % level

[Neumann @ Loops and Legs 2024]

4. Consequences of aN3LO for Pheno

Drell-Yan production - Transverse Momentum:
Z pT spectrum - wish to use aN3LO PDFs to match resummation
accuracy in predictions for ZpT spectrum at low qT :
MSHT20aN3LO and NNPDFaN3LO PDFs have same impact on
shape of qT spectrum:

Substantial aN3LO PDF e�ect on N3LL’/N4LL qT spectrum.
Left: SCETlib - Johannes Michel LHC EW WG meeting Sep 2022.
Centre: CuTe-MCFM - Tobias Neumann Loops and Legs March 2024

Thomas Cridge PDFs @ N3LO 7th May 2024 15 / 24

Non negligible differences in absolute value 
between different groups (NNPDF, MHST)
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The role of PDFs 
Non negligible differences in absolute value 
between different groups (NNPDF, MHST)
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aN3LO PDFs from MSHT or NNPDF have a similar impact 
in shape on the Z  spectrum. Substantial differences can 
impact the agreement with the experimental data

pT

[Neumann @ Loops and Legs 2024]

[Michel @ EW WG 2022 ]

Precision programme requires a deeper 
understanding of PDF/N3LO DGLAP role for 

such a crucial observable

4. Consequences of aN3LO for Pheno

Drell-Yan production - Transverse Momentum:
Z pT spectrum - wish to use aN3LO PDFs to match resummation
accuracy in predictions for ZpT spectrum at low qT :
MSHT20aN3LO and NNPDFaN3LO PDFs have same impact on
shape of qT spectrum:

Substantial aN3LO PDF e�ect on N3LL’/N4LL qT spectrum.
Left: SCETlib - Johannes Michel LHC EW WG meeting Sep 2022.
Centre: CuTe-MCFM - Tobias Neumann Loops and Legs March 2024

Thomas Cridge PDFs @ N3LO 7th May 2024 15 / 24

Discrepancy explained by fitted (NNPDF) 
vs. perturbative (MSHT) charm and different 
value of the charm mass, still state-of-the-art 
PDFs set can differ at the few % level

see Mandy’s talk later
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W and Z production: understanding correlations

Precise data on  spectrum can be employed in 
measurement of  only indirectly, by modelling the 
differences between  and  production processes

pZ
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Z and W production share a similar pattern of QCD 
radiative corrections, but a precise understanding 
of the correlation between the two processes is 
crucial to propagate consistently the information
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[Bizon, Gehrmann-De Ridder, Gehrmann, 
Glover, Huss, Monni, Re, LR, Walker ’19] 

e.g.  determination by ATLASmW
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The W/Z transverse momentum ratio: understanding correlations

Uncertainties from Theory Nuisance Parameters.

Perturbative series at leading power is determined to all orders by a coupled
system of differential equations (RGEs)

! Each resummation order only
depends on a few
semi-universal parameters

! Unknown parameters at higher
orders are the actual sources of
perturbative theory uncertainty

boundary conditions anomalous dimensions
order hn sn bn �h

n �s
n �n �n

LL h0 s0 b0 � � �0 �0

NLL0 h1 s1 b1 �h
0 �s

0 �1 �1

NNLL0 h2 s2 b2 �h
1 �s

1 �2 �2

N3LL0 h3 s3 b3 �h
2 �s

2 �3 �3

N4LL0 h4 s4 b4 �h
3 �s

3 �4 �4

Basic Idea: Treat them as theory nuisance parameters
X Vary them independently to estimate the theory uncertainties
X Impact of each independent nuisance parameter is fully correlated across all

kinematic regions and processes
X Impact of different nuisance parameters is fully uncorrelated

Price to Pay: Calculation becomes quite a bit more complex

Frank Tackmann (DESY) pT Resummation for Z and W/Z from SCETlib 2019-04-02 7 / 13

Alternative uncertainty estimate: each resummation order only depends on a few semi-
universal parameters: treat them as theory nuisance parameters
F. Tackmann, unpublished

Theory Nuisance Parameters

TNP Uncertainties in Drell-Yan pT Spectrum.

relative impact for W/Z relative impact for W/Z
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SCETlib N3+1LL
PRELIMINARY

W/Z (8 TeV)
MSHTaN3LO, Q=mZ, Y =0
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Bqq

Bqg

N3+1LL: Full N4LL resummation with highest-order boundary conditions
and anomalous dimensions as TNPs
Important caveats:
I Beam boundary conditions Bqj : Using fn = (0 ± 2) ⇥ f

true

n

I Hard boundary conditions H: No singlet corrections (enter only Z not W )
I DGLAP splitting functions are noncusp anom. dimensions, not varied here

X Correlations across pT and between W and Z are correctly captured
2024-02-26 | Frank Tackmann 28/29.

Easier to encode correlations within given assumptions, obviously not as cheap as scale 
variations
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Transverse momentum inW production

Direct measurement of W transverse momentum would provide a direct way to test W/Z 
modelling and reduce the related uncertainties in a measurement of  mW
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Figure 28: Measurements of normalised differential distributions at
p
B = 13 TeV (black points) for (a) ,� , (b) ,+,

(c) the sum ,
±, (d) / as well as (e) the ratios ,+

/,
� and (f) ,±

// compared to R��ISH and DYT���� predictions
with the NNPDF3.1 PDF set as described in the text. The shaded areas show the theoretical uncertainties derived
from variations of the QCD scales and PDFs, the latter only for the DYT���� predictions. The lower panels show the
ratio of prediction to data with data markers centred at one and error bars giving the total measurement uncertainties.
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Transverse momentum inW production

Direct measurement of W transverse momentum would provide a direct way to test W/Z 
modelling and reduce the related uncertainties in a measurement of  mW
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Figure 28: Measurements of normalised differential distributions at
p
B = 13 TeV (black points) for (a) ,� , (b) ,+,

(c) the sum ,
±, (d) / as well as (e) the ratios ,+

/,
� and (f) ,±

// compared to R��ISH and DYT���� predictions
with the NNPDF3.1 PDF set as described in the text. The shaded areas show the theoretical uncertainties derived
from variations of the QCD scales and PDFs, the latter only for the DYT���� predictions. The lower panels show the
ratio of prediction to data with data markers centred at one and error bars giving the total measurement uncertainties.
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Transverse momentum inW production

Direct measurement of W transverse momentum would provide a direct way to test W/Z 
modelling and reduce the related uncertainties in a measurement of  mW

Low-pileup runs in recent ATLAS measurement 
show remarkable agreement with N3LL+N3LO 
(RadISH+NNLOJET) and NNLL+NNLO 
(DYTURBO) predictions 

W/Z ratio is perturbatively stable but differs by a 
few % from the data assuming 100% correlation
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Figure 12. Normalised ratio of charged- to neutral-current Drell Yan di-lepton transverse momentum.
Variations of µR, and Q are correlated between the numerator and the denominator of the ratio, while
variations of µF are only constrained by 1/2  µ

num
F /µ

den
F  2. Left panel: perturbative progression

including QCD and EW effects. Right panel: effect of EW corrections on top of the QCD baseline.

in turn, hence full µF correlation may not be clearly justified. Decorrelating µF variations causes
a significant inflation in uncertainty bands, especially at small p``

t
and for predictions with lower

formal accuracy, as seen comparing the left panels of Fig. 12 and of Fig. 11. As a result of this
more conservative uncertainty estimate, predictions with and without EW effects in the right panel
of Fig. 12 are now marginally compatible.
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Figure 13. Comparison between RadISH+MATRIX and POWHEG for the normalised charged- to
neutral-current Drell Yan di-lepton transverse momentum. Fully correlated variations of µR, µF , and Q

are considered. Left panel: predictions including QCD as well as EW effects. Right panel: predictions
including solely QCD effects.

Finally, Fig. 13 reports the comparison of RadISH+MATRIX and POWHEG predictions
for the ratio observable, including QCD and EW contributions (left panel), or solely QCD effects
(right panel). Although the POWHEGQCD+EW predictions for individual p

``

t
distributions are

in reasonable agreement with the NLO+NLL0 RadISH+MATRIX ones, the left panel of Fig. 13
reveals a moderate shape discrepancy in the ratio (purple vs pink), with POWHEGQCD+EW being
steeper in the displayed range. The discrepancy is not covered assuming fully correlated uncer-

– 19 –

Tuned MC predictions (POWHEG+PY8) display 
the same level of discrepancy and are relatively 
insensitive to choice of tune, intrinsic , MPI and 
hadronisation effects

kT

Hints towards a perturbative origin of this 
discrepancy
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W and Z production: the role of EW corrections
QED and mixed QCD-EW correction patterns in W and Z production differ due to the different 
number of charged legs in NC and CC Drell-Yan production

LL QED and (factorizable) QCD/EW corrections are typically estimated by interfacing QCD 
Monte Carlo programs with dedicated QED shower programs, such as PHOTOS
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Figure 6. Comparison of matched RadISH+MATRIX spectra (purple and orange) against
POWHEGQCD+EW predictions (pink) for the di-muon transverse momentum, the positively charged muon
transverse momentum, and the di-muon transverse mass in neutral-current Drell Yan.

(purple lines) within their respective uncertainties. Both are confronted to our best predictions
(orange lines) to assess the numerical impact, with respect to the current state of the art, of the
terms included in the present article for the first time. For clarity, we stress that the purple and
orange RadISH+MATRIX predictions are the same (with identical colour code) as displayed in
the left panels of Figs. 3 to 5.

Starting with the di-muon transverse momentum p
µµ

t
in the upper-left panel of Fig. 6, we note

that the RadISH+MATRIX (purple) and POWHEGQCD+EW (pink) central predictions are in
reasonable shape agreement in the resummation region p

µµ

t
. 20 GeV. As far as the hard p

µµ

t
tail is

concerned, we instead observe a different shape between the two generators. We have checked that
the RadISH+MATRIX result reproduces the fixed-order one from p

µµ

t
' 50 GeV on. Conversely,

the transition region between resummed and fixed-order regimes is shifted to larger transverse
momenta and is broader in the POWHEGQCD+EW description. This behaviour is controlled by the
parameters ruling the exponentiation of non-singular contributions in the POWHEG Sudakov form
factor [172, 173], implemented through the POWHEG damping mechanism. The main criterion
used to damp the non-singular regions is based on the departure of the real matrix element from
its soft and/or collinear approximations. For the plots in Fig. 6 we adopt the POWHEG option
bornzerodamp=0, enabling the exponentiation of the full NLO real matrix element. With this setting
the POWHEGQCD+EW tail gets accidentally close to the orange RadISH+MATRIX curve for
50 . p

µµ

t
. 150 GeV, although not featuring any exact NNLO information contained in the latter,

– 14 –

Availability of such a tool allows to compare QED 
showers to predictions with higher formal accuracy

NLL’EW+nNLL’MIX (including non-factorisable 
contributions) resummation available for the 
first time at the level of bare muons, allowing 
for a level of flexibility comparable to that of 
dedicated EW MC generators
[Buonocore, LR, Torrielli 2024]

Alternative assessment of robustness of QED 
FSR treatment in current analyses
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Conclusion

• Modelling of theoretical uncertainties crucial for EW precision programme at the LHC 

• Resummation needed for observable sensitive to soft/collinear radiation. Different 
resummation approaches differ by subleading logarithmic and/or higher orders terms, 
whose relevance should be assessed 

• Work in progress in the subgroup, with different theory groups providing their best 
predictions and benchmarking their results 

• Perturbative QCD predictions have reached a remarkable level of accuracy. 
Comprehension of NP physics, PDF uncertainty (including MHOU), interplay with 
QED/mixed QCD/EW predictions mandatory for a successful precision programme  

• Monte Carlo tunes for sub-percent precision must be handled with care. Availability of 
accurate perturbative calculation may provide insight on tuning parameters to avoid 
unphysical correlations

24



LHC EW WG general meeting, 10 July, CERN

Backup



LHC EW WG general meeting, 10 July, CERN

Logarithmic accuracy and counting 

Results all formally equivalent at NNLL accuracy

Σ(1)
NNLL(v) ∼ exp[Lg0(αsL) + g1(αsL)](1 + αsg2(αsL) + …)

Σ(2)
NNLL(v) ∼ exp[Lg0(αsL) + g1(αsL) + αsg̃2(αsL)]{1 + αs[g2(αsL) − g̃2(αsL)] + …}, g̃2(x) ≠ g2(x)

Resummation Orders.
Boundary conditions Anomalous dimensions FO matching
(FO hard, coll., soft) �i �cusp, � (nonsingular)

LL 1 - 1-loop -
NLL 1 1-loop 2-loop -

NLL0+NLO0 ↵s 1-loop 2-loop ↵s

NNLL+NLO0 ↵s 2-loop 3-loop ↵s

NNLL0+NNLO0 ↵2
s 2-loop 3-loop ↵2

s

N3LL+NNLO0 ↵2
s 3-loop 4-loop ↵2

s
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Frank Tackmann (DESY) pT Resummation for Z and W/Z from SCETlib 2019-04-02 5 / 13

Credits: F. Tackmann

Ingredients needed to reach a given logarithmic accuracy

ΣNNLL(v) ∼ exp[Lg0(αsL) + g1(αsL) + αsg2(αsL)]

E.g. in b space, in a very schematic way
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Logarithmic accuracy and counting: the role of DGLAP evolution
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Default in e.g. DYRes/DYTURBO, ReSolve Default in e.g. RadISH, ResBos2, SCETLib

Advantage in using LHAPDF: (partial) information on quark thresholds
Differences can be important at NLL and NNLL and are an indication of the size of 
subleading corrections
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b-space results vs. pt  space results

AMi`Q/m+iBQM
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For codes whose formal accuracy is defined in b-space, it may be of some interest to 
compare the results both in impact-parameter space and in pt-space after the inverse Fourier 
transform
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Matching ambiguities
reSolve
Analytic

Resummation
Benchmarking

– Stage 1

Francesco
Coradeschi

Setup

Results –
Stage 1

Backup

Canonical vs. Nominal Q = mZ , y integrated

14 / 31

Nominal (un-modified) vs. canonical 
(modified) logs

F. Coradeschi/T. Cridge, ReSolve

• t3 is the default used in plots, other two obtained with different 
parameter choices 

• code also provides 3 different functional forms 
• simpler and more transparent than profile functions or modifying 

logarithms
#14

They are shown for one set of parameters and the two possible color-factors, entering the
cusp-anomalous dimension, in Figure 18.

Figure 18: Shape of di↵erent transition functions (73) with l = 7/4 , r = 1/4 and R = 5%.

We dismissed the Gompertz curve due to its steep start and long tail and prefer the logistic-

over the error-function, because of its simpler numerical evaluation.
Finally we can define the transition-functions ti we used throughout this analysis:

t1 (�) :=t
(2,1,1%)
log (�)

t2 (�) :=t
(1/2,0,1%)
log (�)

t3 (�) :=t
(1,0,1%)
log (�)

(74)

They are shown in Figure 19 for a Higgs- and Z-boson with masses M = 125GeV and M =
91GeV respectively.

Figure 19: Transition-functions ti (74) we used throughout our analyses.

E Additional Plots

36

Transition function

Transition functions and matching functions 
used to turn off resummation at large qt

T. Becher, CuTe

Matching details play an important role in the 
transition region, but at lower accuracy might 
induce differences also in the small-pt limit

Suppresses matching correction at very low qT. 
Improves numerics for qT → 0  

Transition to fixed order

• See next pages for plots of the two functions.

#13

Figure 4: Matched cross sections for di↵erent matching-schemes and their associated matching-
corrections, thus the di↵erences to the pure resummed result.

[Show only naive and qT �MS. Relabel the curves to Rsud = 1 and Rsud. Relabel ✏5

N3LLe

p
+NNLO ! N3LL+NNLO+✏

5]

in Appendix D. For our purposes it is most convenient to use the logistic function to do the
switching. Whether resummation is needed or not depends in the size of the logarithm. It is
natural to set the argument of the sigmoid function to u = Ci/⇡ ln(M2

/q
2
T
), i.e. the logarithm

times the appropriate Casimir operator , which is equal to ⌘/↵s at µ = qT . The resulting
parameterisation can then be used both for Higgs (with Ci = CA) and Z production (Ci = CF )
and has the form

t (�) =
1

1 + a�Ci b
. (52)

The form of the sigmoid function we use, which determines the parameters a and b, is described
in detail in Appendix D. The parameters are chosen such that the transition starts and ends
at specific value of ⌘/↵s, as indicated in Figure 3. For our default form of the transition, we
have b ⇡ 12 so that t (�) is very close to one throughout the resummation region. Two extreme
choices for t (�) are shown in the same figure, our default version is in the middle between these
two options, see below. [It would have been easier to simply discuss (52) instead of taking the
sigmoid detour, but since it is the code, we presumbly need to keep it.]

We now combine the Sudakov suppression of the matching correction and the switching
function to obtain an improved version of the matched cross section

d�ms

dqT
=t (�)

d�res

dqT
+ [Rsud (µms)]

t(�)


d�fo

dqT
� t (�)

d�sqt

dqT

�
. (53)

With this choice, the di↵erential cross section is well behaved in the entire momentum range
and retains both the precision of the resummed and the fixed order contribution.

Let us first consider the impact of Rsud (50) on the matching correction in the region of
small and intermediate qT and set t(�) ⌘ 1 for the moment. The solid lines in Figure 4 show
the matched cross section in the peak region with and without the factor Rsud. The dashed
lines are show the size of the matching correction. A first obvious observation is that the
matching is quite small for Z-production (in the plot they are multiplied by a factor 5 to be
better visible) but not insignificant for the Higgs case. Numerically, the corrections at the peak
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transition function:  
t(qT) = 0 at high qT  

t(qT) = 1 at low qT  

(

fixed-order expansion  
of resummed result

most of the differences due to the different 
resummation scales used in the two cases
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Non-perturbative corrections

2. intrinsic quark transverse momentum (initial condition for TMDs)

• b space, when integrating over b, the integral hits the Landau pole at large 
values of b 

•

• direct space: Sudakov radiator hit Landau pole at αs(μ2
R)β0 ln Q/kt1 =

1
2

b* =
b

1 + (b/blim)
, b* < blimE.g. b* prescription: impact parameter frozen at a value

Several solutions available 

When working in impact-parameter space (without fNP): 

The function S saturates at large bT. 

The Bessel function times bT behaves as follows:

Numerical benefit of  fNP 

Unstable numerical integral, particularly 
at large qT’s (the integrand grows as √bT 
and oscillates), 

In NangaParbat we solve the integral 
using the Ogata quadrature (accurate 
and fast) but it struggles without fNP. 

fNP provides a natural large-bT damping 
(Sudakov suppression). 

Question: how do my colleagues working 
in bT-space deal with this feature?

d�

dqT
/

Z 1

0
dbT bTJ0(qT bT )S(b⇤(bT ))

<latexit sha1_base64="xxD0HLDeLyhRdPqCBAS8iyKVMP4=">AAACUXicbVBNb9NAFNy4fBSXj1COXFYkSClCkR0O7bEqF8SpiKStFBvref0SVl2vl91npMjyr+tP4MSBH8AVTtxYmxygZS47mvdG83Zyo6SjKPo6CHZu3b5zd/deuHf/wcNHw8f7Z66qrcCFqFRlL3JwqKTGBUlSeGEsQpkrPM8vX3fz889onaz0nDYG0xLWWq6kAPJSNkzH4zBZWRBNkTi5LqFtik/ZvE2MrQxVPJGasuiDf1a04UWezZOXTdLnNhaL1gtvs2jiLZ4dtPz9JM9eTDp+EI7H2XAUTaMe/CaJt2TEtjjNht+SohJ1iZqEAueWcWQobcCSFArbMKkdGhCXsMalpxpKdGnTn9Py57UDf7JBy6XivYh/OxoonduUud8sgT6667NO/N9sWdPqKG2kNjWhFl0QSYV9kBNW+n6RF9IiEXSXI5eaC7BAhFZyEMKLtS889H3E139/k5zNpvGr6ezdbHR8sm1mlz1lz9iExeyQHbM37JQtmGBX7Dv7wX4Ovgx+BSwI/qwGg63nCfsHwd5vN1aySg==</latexit>

1. All formalisms have to deal with the Landau pole

• non-perturbative, fitted factor to model the non-
perturbative region, in principle kinematics- and flavour- 
dependent  

• Fitted factor may help to stabilize the numerical integral 
when computing b-integral

V. Bertone/G. Bozzi, NangaParbat

n.b. since at small pt  the large azimuthal cancellations dominate, this cutoff is never an 
issue in practice
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Heavy-quark effects
Bottom quarks in the initial state yield ~4% of the total Z cross section (CKM 
suppressed for W) 
Collinear logarithmic contributions encoded in DGLAP evolution in the 5FS; accounting for 
bottom mass can be important at scales pt ~ mb ~ peak region 

Exact shape details remain an open question: fully consistent treatment in resummations useful 
for %-level precision 

Full calculation still unavailable, 
but partial results indicate a percent 
effect at pt~mb 

[Aivazis, Collins, Olness, Tung ’93] 
[Nadolsky, Kidonakis, Olness, Yuan ’02] 
[Berge, Nadolsky, Olness ‘05] 
[Pietrulewicz, Samitz, Spiering, Tackmann ’17]

Plot from [Pietrulewicz, Samitz, Spiering, Tackmann ’17] 20

Impact of quark masses
‣ Exact shape details remain an open question: fully consistent treatment in resummations useful for 

%-level precision  

‣ Full calculation still unavailable, but 
partial results indicate a percent  
effect at pT~mb  
 
 
e.g. O(as^2) expansion  
[resummation necessary at  
these pT scales]

[Pietrulewicz, Samitz, Spiering, Tackmann ’17] 

[Aivazis, Collins, Olness, Tung ’93] 
[Nadolsky, Kidonakis, Olness, Yuan ’02] 
[Berge, Nadolsky, Olness ‘05] 
[Pietrulewicz, Samitz, Spiering, Tackmann ’17][

[Bagnaschi, Maltoni, Vicini, Zaro ’18] 
Existing studies indicate very small corrections ~ 1% 
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EW corrections: ratio pW
T /pZ

T

Comparison with PWGEW+PY8+PHOTOS, PWGQCD+PY8+PHOTOS and  

• Nice perturbative stability and robustness against shower tuning  
• Better agreement of “simpler” PWGQCD+PY8+PHOTOS to RadISH, residual difference similar to 

pure QCD case 
• PWGEW+PY8+PHOTOS result deviates significantly from our best prediction
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