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LHC, New Physics, and the pursuit of Precision
LHC as a discovery machine

‣ Higgs Boson 
‣ BSM particles

✓
𐄂 (as of today)

Focus in LHC run II

‣ Measurement of the Standard Model parameters with very high precision 

‣ Signals of New Physics beyond the Standard Model

‣ New BSM scenarios to be tested 
‣ New techniques to enhance signal/background ratio and isolate tiny deviations 

from SM predictions 
‣ Development of accurate and precise theoretical predictions 

A theorist’s Quest:



LHC, New Physics, and the pursuit of Precision
‣ ~40 inverse femtobarns collected in 2016 

‣ Increase in statistics enables study of differential 
distributions in detail  

‣ Physics results can be extracted only if precise predictions 
are available

‣ Accurate determination of Parton Distribution Functions 

‣ Constraints on New Physics (e.g. light-quark Yukawa 
Couplings) 

‣ Probe on non-perturbative effects in distributions
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|c| . 130 [9], respectively. It is however not competitive
with the bound |c| . 6.2 that derives from a global
analysis of Higgs data [9], which unlike (2) depends on
fit assumptions and hence is more model dependent.

Turning our attention to the allowed modifications of
the bottom Yukawa coupling, one observes that our pro-
posal leads to b 2 [�3.2, 8.3]. This limit is thus signifi-
cantly weaker than the constraints from the LHC Run I
measurements of pp ! W/Zh (h ! bb̄), pp ! tt̄h (h !

bb̄) and h ! bb̄ in vector boson fusion that already re-
strict the relative shifts in yb to around ±50% [1, 2].

Future prospects. In order to investigate the future
prospects of our method in constraining the bottom and
charm Yukawa couplings, we study two benchmark cases.
Our LHC Run II scenario employs 0.3 ab�1 of integrated
luminosity and assumes a systematic error of ±3% on
the experimental side and a total theoretical uncertainty
of ±5%. This means that we envision that the non-
statistical uncertainties present at LHC Run I can be
halved in the coming years, which seems plausible. Our
HL-LHC scenario instead uses 3 ab�1 of data and foresees
a reduction of both systematic and theoretical errors by
another factor of two, leading to uncertainties of ±1.5%
and ±2.5%, respectively. Reaching such precisions will
clearly require a dedicated experimental and theoretical
e↵ort. In both benchmarks, we employ

p
s = 13TeV and

the PDF4LHC15 nnlo mc set [58–61], consider the range
pT 2 [0, 70]GeV in bins of 5GeV,3 and take into account
h ! ��, h ! ZZ⇤

! 4` and h ! WW ⇤
! 2`2⌫`.

We assume that the future measurements will be cen-
tred around the SM predictions. These channels sum to
a branching ratio of 1.2%, but given the large amount
of data the statistical errors per bin will be at the ±2%
(±1%) level in our LHC Run II (HL-LHC) scenario. We
model the correlation matrix as in the 8TeV case.

The results of our �2 fits are presented in Figure 3
with the upper (lower) panel showing the constraints in
the c–b plane for the LHC Run II (HL-LHC) scenario.
By profiling over b, we find in the LHC Run II scenario
the following 95% CL bound on the yc modifications

c 2 [�4.7, 5.5] (LHC Run II) , (3)

while the corresponding HL-LHC bound reads

c 2 [�2.9, 4.2] (HL-LHC) . (4)

These limits compare well not only with the projected
reach of other proposed strategies but also have the nice
feature that they are controlled by the accuracy that
theoretical predictions can reach in the future. This is
not the case for extractions of yc using the h ! J/ �,

3
Enlarging the bin size leads to a minor reduction of the sensitivity

to the Yukawa modifications, because shape information is lost.
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Figure 3: Projected future constraints in the c–b plane.
The SM point is indicated by the black crosses. The upper
(lower) panel shows our projection for 0.3 ab�1 (3 ab�1) of
integrated luminosity at

p
s = 13TeV. The remaining as-

sumptions entering our future predictions are detailed in the
main text.

pp ! W/Zh (h ! cc̄) and pp ! hc channels, which
are either limited by small signal-to-background ratios
or by the charm-bottom discrimination of heavy-flavour
tagging. We notice that at future LHC runs our method
will allow one to set relevant bounds on the modifications
of yb. For instance, in the HL-HLC scenario we obtain
b 2 [0.3, 1.4] at 95% CL.
Finally, we have also explored the possibility of con-

straining modifications s = ys/ySMs of the strange
Yukawa coupling by means of our proposal. Under the
assumption that the bottom Yukawa coupling is SM-like
but profiling over c, we find that at the HL-LHC one
should have a sensitivity to ys values of around 30 times
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‣ Fixed-order perturbative 
description of differential 
distributions features large 
logarithms e.g. 

‣ All-order resummation of 
these logarithms necessary to 
achieve accurate predictions

�n
s lnm(mH/pH

t )/pH
t m � 2n � 1

Inclusive cross-section available at N3LO 

NLO differential distributions known for 
several years 

H+1 jet at NNLO available 

Higgs Production

Inclusive Z-production available up to 
NNLO 

Z-boson distribution at NNLO recently 
available

Z Production

[Boughezal et al ’15, Gehermann-De Ridder et al ’16]

Differential distributions in Colour Singlet Production
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Figure 2: LHC results at NNLL+NLO accuracy.
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Transverse Observables in Colour Singlet Production

v(k) =

�
kt
M

�a
f (�)

Consider observables which obey the following parameterization

Many of this observables can be resummed in 
direct space in the (observable-independent) 
ARES framework (e.g. pTJ, ET)

4
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FIG. 2. Comparison of NNLO, NLL+NNLO and NNLL+NNLO results for jet-veto efficiencies for Higgs (left) and Z-boson
(right) production at the 8 TeV LHC. The Higgs plot includes the result from a POWHEG (revision 1683) [20, 40] plus Pythia
(6.426) [17, 41] simulation in which the Higgs-boson pt distribution was reweighted to match the NNLL+NNLO prediction
from HqT 2.0 [7] as in [21]. The lower panels show results normalised to the central NNLL+NNLO efficiencies.

Our central predictions have µR = µF = Q = M/2 and
scheme a matching, with MSTW2008NNLO PDFs [54].
We use the anti-kt [29] jet-algorithm with R = 0.5, as
implemented in FastJet [55]. For the Higgs case we use
the large mtop approximation and ignore bb̄ fusion and
b’s in the gg → H loops (corrections beyond this approx-
imation have a relevant impact [16, 56]). To determine
uncertainties we vary µR and µF by a factor of two in
either direction, requiring 1/2 ≤ µR/µF ≤ 2. Maintain-
ing central µR,F values, we also vary Q by a factor of
two and change to matching schemes b and c. Our final
uncertainty band is the envelope of these variations. In
the fixed-order results, the band is just the envelope of
µR,F variations.

The results for the jet-veto efficiency in Higgs and Z-
boson production are shown in Fig. 2 for 8 TeV LHC
collisions. Compared to pure NNLO results, the cen-
tral value is slightly higher and for Higgs production, the
uncertainties reduced, especially for lower pt,veto values.
Compared to NNLO+NLL results [21], the central values
are higher, sometimes close to edge of the NNLO+NLL
bands; since the NNLO+NLL results used the same ap-
proach for estimating the uncertainties, this suggests that
the approach is not unduly conservative. In the Higgs
case, the NNLO+NNLL uncertainty band is not particu-
larly smaller than the NNLO+NLL one. This should not
be a surprise, since [21] highlighted the existence of pos-
sible substantial corrections beyond NNLL and beyond
NNLO. For the Higgs case, we also show a prediction
from POWHEG [20, 40] interfaced to Pythia 6.4 [17] at
parton level (Perugia 2011 shower tune [41]), reweighted

to describe the NNLL+NNLO Higgs-boson pt distribu-
tion from HqT (v2.0) [7], as used by the LHC experi-
ments. Though reweighting fails to provide NNLO or
NNLL accuracy for the jet veto, for pt,veto scales of prac-
tical relevance, the result agrees well with our central
prediction. It is however harder to reliably estimate un-
certainties in reweighting approaches than in direct cal-
culations.
Finally, we provide central results and uncertainties

for the jet-veto efficiencies and 0-jet cross sections (in
pb) with cuts (in GeV) like those used by ATLAS and
CMS, and also for a larger R value:

R pt,veto ϵ(7 TeV) σ(7 TeV)
0-jet ϵ(8 TeV) σ(8 TeV)

0-jet

0.4 25 0.63+0.07
−0.05 9.6+1.3

−1.1 0.61+0.07
−0.06 12.0+1.6

−1.4

0.5 30 0.68+0.06
−0.05 10.4+1.2

−1.1 0.67+0.06
−0.05 13.0+1.5

−1.5

1.0 30 0.64+0.03
−0.05 9.8+0.8

−1.1 0.63+0.04
−0.05 12.2+1.1

−1.4

Interestingly, the R = 1 results have reduced upper un-
certainties, due perhaps to the smaller value of the NNLL
f(R) correction (a large f(R) introduces significant Q-
scale dependence). The above results are without a ra-
pidity cut on the jets; the rapidity cuts used by ATLAS
and CMS lead only to small, < 1%, differences [21].
For the 0-jet cross sections above, we used total

cross sections at 7 TeV and 8 TeV of 15.3+1.1
−1.2 pb and

19.5+1.4
−1.5 pb respectively [57, 58] (based on results in-

cluding [45–49]) and took their scale uncertainties to be
uncorrelated with those of the efficiencies. Symmetris-
ing uncertainties, we find correlation coefficients between

However, other observables (e.g. colour singlet 
pT,       ) have azimuthal cancellations ��

Necessary to extend the formalism
Once extended, the method will be observable-
independent for all global rIRC observables
No need for factorization theorems

Transverse momentum of the 
emission wrt beam axis Azimuthal angle

Banfi, Monni, Salam, Zanderighi ‘12
a) in the presence of multiple soft and/or collinear emissions, observable has the 

same scaling properties as with just one of them; 
b) for sufficiently small values of the observable, emissions below εv do not 

significantly contribute to the observable
scaling with respect to the transverse momentum of a soft and/or 
collinear emission is the same everywhere in phase-space



Resummation in Parameter Space
‣ Standard resummation for pT,       rely on a formulation in impact-parameter-space 

d�

dp2
T

= �0

�
dx1dx2
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0
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b
2

J0(bpT)Sc(b, Q)
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dz1dz2�
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x1x2s
Q2

�
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e��E
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‣ Observables naturally factorize in parameter space (exponentiation)

[Bozzi, Catani, de Florian, Grazzini ’03-‘05; Becher, Neubert ‘10] 
‣ Resummation performed in parameter space up to NNLL

[Banfi, Dasgupta, Marzani, Tomlinson, ‘12]
‣ Contour deformation must be performed with care to avoid Landau pole 

‣ Stability of the integral at large and small values of b 

‣ Speed limited by the need to compute an inverse transformation 

‣ Approach relies on factorization of the observables

��



Resummation in Direct Space

Consider ensemble of independent emissions k1, k2 . . . kn

qn+1 =
n+1

�
j=1

kt,j

PDF scale dependence neglected here

Resummation obtained expanding         around       and neglecting subleading effects. At 
NLL accuracy

kt,i pT

Unable to find closed analytic expressions which is both
‣ Free of logarithmically subleading corrections 

‣ Free of singularities at finite pT values

Geometric singularity at finite 
momentum values 

[Frixione, Nason, Ridolfi ’98] 

However - expansion of the cross section in power of the coupling contains the correct 
logarithms: non-logarithmic effect missing

�(pT) =
� pT

0
dp�

T
d�(p�

T)

dp�
T

= �0

� �

0
�dk1�R�(kt,1)e�R(�kt,1)

�

�
n=0

1
n!

n+1

�
i=2

� kt,1

�kt,1
�dki�R�(kt,i)�(pt � |qn+1|)

�(pT) = �0e�R(pT)e��ER�(pT) �(1 � R�(pT)/2)
�(1 + R(pT)/2)

� 1
2 � R�(pT)



Resummation in Direct Space
Physical origin: two different mechanisms give a contribution in the small pT region

‣ configurations where the transverse momenta of the radiated 
partons is small (Sudakov limit)  

‣ configurations where pT tends to zero because of cancellations of 
non-zero transverse momenta of the emissions 

Non-logarithmic effects should be included when the 
second mechanism becomes dominant (R’~2)

Exponential suppression

Power-law suppression O(p2
T)

Set the scale of real radiation to the first emission        instead of pT; 
resummation of logarithms of 

kt,1

m/kt,1

‣ In the Sudakov limit                      
inclusion of subleading 
logarithmic terms

kt,1 � pT

kt,1 � pT

‣ When cancellations kick      in                    
real radiation described 
correctly

[Monni, Re, Torrielli ‘16]



Resummation in Direct Space

18
ET

pT vs. ET: dependence on the first emission

Transverse Energy: single 
(Sudakov) suppression 

mechanism for all values of kt1

Transverse Momentum: 
!
!
!

At some value of      a transition 
takes place and the more likely 
way to get pT->0 becomes the 

second mechanism

R0(kt1) ⌧ 1 : few emissions ! pT ⇠ kt1

R0(kt1) � 2 : many emissions ! azimuthal cancel.

R0(kt1)

Thanks to P. Monni



Resummation in Direct Space
Approach extends to a wider class of observables which features the same cancellations

Advantages of a direct space approach:

‣ Computational speed 

‣ No need to have a factorization theorem established (observable independent) 

‣ NNLL corrections computed with the ARES method 

‣ Fully exclusive in Born kinematics (easy to implement cuts, dynamic scales, etc) 

‣ Joint resummation of observables with the same Sudakov Radiator

Shower ordered in the observable 

             possible to implement all rIRC observables for colour singlet using same formalism

NLL accuracy

�(v) =
� dv1

v1

d�1
2�

[�e�R(v1)�LL(µFe�L) + e�R(v1)L(µFe�L)R�(v1, �1)]

�
�R̂�(v1)

�

�
i=0

1
n

n+1

�
i=2

� 1

�

d�i
�i

d�i
2�

R̂�(v1)

�
�(v � v({ki}))



Phenomenological applications
Formalism first applied to produce the first NNLO+NNLL predictions for Higgs pT by P. Monni, E. Re 
and P. Torrielli
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PDF4LHC15 (NNLO)
uncertainties with µR, µF, Q variations
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FIG. 1. Comparison of the Higgs pH

t
NNLL+NLO prediction as

obtained in this letter (red) to HqT (green). For reference, the pre-
dictions obtained with MiNLO at NLO (orange), and FxFx (blue)
are shown. Lower panel: ratio of the various distributions, nor-
malised to their respective central-scale inclusive cross sections, to
the central NNLL+NLO prediction. Uncertainty bands are shown
only for the resummed results.
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uncertainties with µR, µF, Q variations
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FIG. 2. Higgs pH

t
at NNLL+NNLO (red), NNLL+NLO (green),

and NNLO (blue). Lower panel: ratio of the three predictions to
the NNLL+NNLO one.

µR = µF = mH, and Q = mH/2. The perturbative un-
certainty for all predictions is estimated by varying both
µR and µF by a factor of two in either direction while
keeping 1/2 ≤ µR/µF ≤ 2. Moreover, for central µR and
µF scales we vary the resummation scale Q by a factor of
two in either direction.
To validate our result, in the main panel of figure 1 we
show the comparison of our prediction for the Higgs-
transverse-momentum spectrum at NNLL+NLO to that
obtained with HqT [4, 35]. As expected, we observe a very
good agreement over the entire pH

t range between these

two results, which have the same perturbative accuracy.
Our NNLL+NLO prediction is moderately higher in the
peak of the distribution, and lower at intermediate pH

t
values, although this pattern may slightly change with
different central-scale choices. These small differences
have to do with the different treatment of subleading ef-
fects in the two resummation methods. The agreement
of the two results, both for the central scale and for the
uncertainty band, is even more evident in the lower inset
of figure 1, which displays the ratio of the various dis-
tributions, each normalised to its central-scale inclusive
rate, to our normalised central NNLL+NLO curve.
For comparison, figure 1 also reports the pH

t distribu-
tion obtained with the NLO version of POWHEG+MiNLO
[36–38], and with the MadGraph5 aMC@NLO+FxFx [39–41]
event generators, using default renormalisation and fac-
torisation scales for the two methods (in FxFx a merging
scale µQ = mH/2 has been employed). Both genera-
tors are interfaced to Pythia8.2 [42], without includ-
ing hadronisation, underlying event, and primordial k⊥
(whose impact has been checked to be fully negligible
for this observable), and use PDF4LHC15 parton densi-
ties at NLO. By inspecting the normalised ratios shown
in the lower panel, one observes that the shape of the
Monte-Carlo predictions deviates significantly from the
NNLL+NLO results at pH

t ! 60GeV.
Figure 2 shows the comparison of the matched

NNLL+NNLO result to the NNLL+NLO and the fixed-
order NNLO predictions. The inclusion of the NNLO
corrections leads to a 10− 15% increase in the matched
spectrum for pH

t > 15GeV, and to a consistent reduction
in the perturbative uncertainty, to the ±10%-level in
the considered pH

t range. The impact of resummation
on the fixed order becomes increasingly important for
pH

t ! 40GeV, reaching about 25% at pH

t = 15GeV. For
pH

t " 40GeV, the matched prediction reduces to the
NNLO one.

In this letter we have presented a new method, entirely
formulated in momentum space, for the resummation
of the transverse momentum of a colour-singlet final
state in hadronic collisions. We have used it to obtain
the first NNLL+NNLO prediction for the Higgs-boson
transverse-momentum spectrum at the LHC. Higher-
order logarithmic corrections beyond NNLL can be
systematically included within this framework. Our
approach does not rely on any specific factorisation
theorem, and therefore it can be generalised to treat
any observable featuring kinematic cancellations in the
infrared region – like for instance φ∗ in Drell-Yan pair
production [43] or the oblateness in electron-positron
annihilation – as well as to compute any other observable
which can be treated with the methods of refs. [25, 26].
Notably, this paves the way for formulating a simulta-
neous resummation for the Higgs and the leading-jet
transverse momenta at NNLL.

We are very grateful to F. Caola for providing us with

‣ Fast evaluation of master formula 
using MC methods 

‣ Impact of resummation important for 
pT      40 GeV 

‣ Resummation predictions reduce to 
NNLO at higher pT

�

[Monni, Re, Torrielli ‘06]
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Thanks to a new multiplicative matching now easier to extend the formalism to new 
observables

Phenomenological applications

systematic matching at NNLO

Example:        in Drell-Yan pair production��

�aT

�aL

�pZ
T

�pl�
T

�pl+
T

��
�acop

Recoil

t̂

‣ Precision measurement on the       spectrum at small is limited by experimental resolution 

‣ Experimental uncertainties are minimized when measuring  

‣        measures deviations from co-planarity (vanishes at Born level)

pZ
T
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��

�� � tan
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2
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[Banfi, Redford, Vesterinen, Waller, Wyatt ’10]



Phenomenological applications

‣ Choice of the resummation scale 

‣ Form of the modified logarithms 

Some details still to be finalized

10�2 10�1 100
�⇤

�10

�5

0

5

10

15

20

1
/
�
d
�
/
d
�
⇤

NNPDF3.0 (NNLO)
pp, 8 TeV
0 < |⌘| < 2.4
66 < mll < 116

NNLO+NNLL

NNLO

NLO+NNLL

NLO

Data

Preliminary

FO from Gehermann-De Ridder et al ’16
ATLAS 8 TeV arXiv:1512.02192 



Phenomenological applications

‣ Choice of the resummation scale 

‣ Form of the modified logarithms 

Preliminary
Some details still to be finalized
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Conclusions
‣ New method entirely formulated in direct space does not rely on any specific 

factorization theorem  

‣ Formalism valid for all colour singlet processes and all rIRC global 
observables 

‣ Systematic NNLO matching 

‣ Fully exclusive in the Born phase-space 

‣ Full exclusivity in Born kinematics allows for joint resummation at NNLL (pTj,pTZ)

Outlook

‣ Systematic inclusion of higher-order corrections


